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Tasks Overview

http://www.newsreader-project.eu/


Laparra et al. (2017)



Laparra et al. (2017)



Crosslingual timelines (SOTA)

Laparra et al. (2017)



Section 2. Tasks Overview

● Sequence Labelling: Named Entity Recognition (NER), 
POS tagging, Lemmatization, Aspect Based Sentiment 
Analysis (ABSA), Semantic Role Labelling (SRL), 
Temporal Detection and Normalization

● Document Classification: Sentiment Analysis, Fake 
News, Stance, Hyper Partisanism, etc.
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Named Entity Resolution
The disappearance of York University chef Claudia Lawrence is now being 
treated as suspected murder, North Yorkshire Police said. However 
detectives said they had not found any proof that the 35-year-old, who went 
missing on 18 March, was dead. Her father Peter Lawrence made a direct 
appeal to his daughter to contact him five weeks after she disappeared. His 
plea came at a news conference held shortly after a 10,000 reward was 
offered to help find Miss Lawrence. Crimestoppers said the sum they were 
offering was significantly higher than usual because of public interest in the 
case.



Named Entity Resolution (NER)
[[The disappearance of [York University chef Claudia Lawrence]] is now being 
treated as suspected murder, North Yorkshire Police said. However 
detectives said they had not found any proof that the 35-year-old, who went 
missing on 18 March, was dead. [Her father Peter Lawrence] made a direct 
appeal to his daughter to contact him five weeks after she disappeared. His 
plea came at a news conference held shortly after a 10,000 reward was 
offered to help find Miss Lawrence. Crimestoppers said [the sum] they were 
offering was significantly higher than usual because of public interest in the 
case.



Named Entity Recognition
[tim cook]PER is the ceo of [apple]ORG

Identifying spans of text that correspond to 
typed entities that are proper names.



BIO notation



BIO notation



Evaluation



Learning
The classification function that we want to learn 
has two (main) different components:
• the formal structure of the learning method (what’s 

the relationship between the input and output?) → 
Naive Bayes, logistic regression, recurrent neural 
network, etc.

• the representation of the data (words?)



Averaged Perceptron
• n sentences for training
• Weights initialization = 0
• L iterations over training data
• For every labeled sentence in training, find 

the best sequence (z_k) using current 
weights

• If z_k  equals to gold sequence, move to next 
sentence

• Otherwise, for every feature in the gold but 
not in prediction, add 1 to its weight, 
otherwise substract 1

• Average: intermediate weights assigned to 
every feature is divided by the number of 
iterations
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Word representations
• One-hot representation
• Distributional Semantic Representations
• Static Word Embeddings
• Contextual Word Embeddings

– Sub-tokens
– Characters



One-hot representation



Distributional Semantics

Adapted from Manning CS224n slides



Word Clusters



Distributional representations

Locatives

Donostiara
Baionara
Zurichera
Gazteizera
Parisera
....

Hospitality

motel
hotel
restaurant
resort
apartment
....

Nature

mountain
hill
ridge
lake
rield
....

Cluster the words in a corpus (dimensions = clusters)



Corpora for cluster training

Agerri and Rigau (2016)



Clustering-based features

training

Training

Arabako   B-ORG
Foru          I-ORG
Aldundia   I-ORG
Arabako  B-LOC
gobernu    O
organoa    O
da.             O

Gasteizko B-LOC
beste         O
erakunde   O
batzuekin   O
... 

Test

Morras
Munduko
txapeldun
izan
zen
juniorretan
1994an
Ekuadorko
hiriburuan
,
Quiton.

Clusters

Arabako
Gasteizko
Espainiako
Ekuadorko

Ameriketara
Baionara
Espainiara
...



Local Features



Corpora used in ixa-pipe-nerc



CoNLL 2003 results

Agerri and Rigau (2016), In Artificial Intelligence Journal.



NER (CoNLL 2003) evolution of results

Agerri and Rigau 2016 
multi-clusters 91.36

(adapted from NAACL 2019 Transfer learning tutorial)



Multilingual results

Agerri and Rigau (2016), In Artificial Intelligence Journal.



Basque results

Agerri and Rigau (2016), In Artificial Intelligence Journal.



Word Vector Representations

Adapted from Manning CS224n slides



Static Word Vectors

https://projector.tensorflow.org/

https://projector.tensorflow.org/


Towards contextual vectors

One vector for each word in a fixed vocabulary



Towards contextual vectors

One vector for each word in a fixed vocabulary
(adapted from Akbik et al. 2018)



Flair contextual character-based

Akbik et al. 2018. COLING



Flair character-based embeddings



Flair: string-based and contextual

Akbik et al. (2018) in COLING.



Flair: string-based and contextual

Akbik et al. (2018) in COLING.



Flair: string-based and contextual

Akbik et al. (2018) in COLING.



NER (CoNLL 2003) evolution of results

Agerri and Rigau 2016 
multi-clusters 91.36

(adapted from NAACL 2019 Transfer learning tutorial)



Contextual embeddings (ii)
• Instead of learning one vector per word, learn a 

vector that depends on context
• f(play | The kids play a game in the park.)
• f(play | The Broadway play premiered yesterday.)



Transformers

Devlin et al 2019. In NAACL



NER (CoNLL 2003) evolution of results

Agerri and Rigau 2016 
multi-clusters 91.36

(adapted from NAACL 2019 Transfer learning tutorial)
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Multilingual BERT

Devlin et al . 2019. In NAACL.



Basque Morphology



Text Representations for Basque

• pre-trained language models allow to build rich multilingual 
representations of text (mBERT, XML-r)

• Expensive to train
• Suboptimal as less-resourced languages share the quota of 

substrings and parameters
• en-wiki 2.5K million words vs eu-wiki 35 million
• Tokenization

– mBERT: Medi #kua #rene #ra
– BERTeus: Mediku #aren #era (to-the-doctor)

» doctor # [the] # to



Basque Media Corpus (BMC)



Basque NER state of the art

Agerri et al. (2020). In LREC



Multilingual Transformers
● Share vocabulary and representations across languages 

by training one model on many (100+) languages.

● Enables cross-lingual pretraining by itself

● Leads to under-representation of low-resource languages 
(Agerri et al. 2020)
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Combine and project
• Spanish NER shared task 2020:

– 1M corpus annotated by the Academy of the 
Spanish Language (RAE)

Our approach:
• Flair LMs: Oscar corpus, Gigaword+Wikipedia
• Transformers: Bertin (Gigaword+Wikipedia), XLM-RoBERTa 

(Common Crawl) and mBERT (Wikipedia + books)
• Project annotations (various strategies) 

https://sites.google.com/view/capitel2020
https://oscar-corpus.com/


Experimental Setup
• Flair pre-trained Spanish LM

– Wikipedia
• Public pre-trained Transformer LMs:

– BETO (various sources)
– XLM-RoBERTa (Common Crawl 2.5TB)
– mBERT (Wikipedia + books)

• Our own LMs:
– Flair-GW: GigaWord + Wikipedia (11GB)
– Flair-Oscar: Oscar Spanish Corpus (157GB)

• Project annotations 



5-1 projections

fine-tune predict

projected predictionpredicted dataNER modelsLM sources

mBERT, XLM-R, Flair...



Projecting Annotations
Condition Decision

4 > agreement Keep Label

=< 3 agreement Backoff:

1. No Prediction (O)
2. Trust one system
3. Use probability scores

> 1.5 F1 score improvement over best individual system

Heterogeneity of systems/sources crucial



Results

> 1.3 F1 score improvement over best individual system



Capitel 2020 official results



Mila esker!
Thanks!
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